An interlaboratory study of TEX$_{86}$ and BIT analysis of sediments, extracts, and standard mixtures

Stefan Schouten and Ellen C. Hopmans
Department of Marine Organic Biogeochemistry, NIOZ Royal Netherlands Institute for Sea Research, PO Box 59, NL-1790 AB Den Burg, Texel, Netherlands (stefan.schouten@nioz.nl)

Antoni Rosell-Melé
ICREA, Barcelona, Spain
ICTA, Universitat Autònoma de Barcelona, Barcelona, Spain

Ann Pearson
Department of Earth and Planetary Sciences, Harvard University, Cambridge, Massachusetts, USA

Pierre Adam
Laboratoire de Biogéochimie Moléculaire, Institut de Chimie de Strasbourg UMR 7177, Université de Strasbourg-CNRS, E.C.P.M., Strasbourg, France

Thorsten Bauersachs
Department of Organic Geochemistry, Institute of Geosciences, Christian-Albrechts-University, Kiel, Germany

Edouard Bard
CEREGE (UMR 6635), Aix-Marseille Université, CNRS, IRD, Collège de France, Aix-en-Provence, France

Stefano M. Bernasconi
ETH Zürich, Geologisches Institut, Zurich, Switzerland

Thomas S. Bianchi
Department of Oceanography, Texas A&M University, College Station, Texas, USA
Now at Department of Geological Sciences, University of Florida, Gainesville, Florida, USA

Jochen J. Brocks
Research School of Earth Sciences, The Australian National University, Canberra, ACT, Australia

Laura Truxal Carlson
School of Oceanography, University of Washington, Seattle, Washington, USA

Isla S. Castañeda
Department of Geosciences, University of Massachusetts Amherst, Amherst, Massachusetts, USA

Sylvie Derenne
BioEMCo, UMR 7618, CNRS, Université Pierre et Marie Curie, Paris, France

© 2013. American Geophysical Union. All Rights Reserved.
Ayça Doğuğlu Selver  
School of Earth, Atmospheric and Environmental Sciences, Williamson Research Centre for Molecular Environmental Science, University of Manchester, Manchester, UK

Koushik Dutta  
Large Lakes Observatory, University of Minnesota – Duluth, Duluth, Minnesota, USA  
Now at Department of Earth and Planetary Sciences, Northwestern University, Evanston, Illinois, USA

Timothy Eglinton  
ETH Zürich – Biogeosciences, Zurich, Switzerland

Celine Fosse  
Laboratoire de Spectrométrie de Masse, Chimie ParisTech (ENSCP), Paris, France

Valier Galy  
Department of Marine Chemistry and Geochemistry, Woods Hole Oceanographic Institution, Woods Hole, Massachusetts, USA

Kliti Grice  
Department of Chemistry, WA-OIGC, Curtin University, Perth, Western Australia, Australia

Kai-Uwe Hinrichs  
MARUM Center for Marine Environmental Sciences, Department of Geoscience, University of Bremen, Leobenerstrasse, Bremen, Germany

Yongsong Huang  
Department of Geological Sciences, Brown University, Providence, Rhode Island, USA

Arnaud Huguet  
BioEMCo, UMR 7618, CNRS, Université Pierre et Marie Curie, Paris, France

Carme Huguet  
Institute of Environmental Science and Technology (ICTA), Universitat Autònoma de Barcelona, Barcelona, Catalonia, Spain

Sarah Hurley  
Department of Earth and Planetary Sciences, Harvard University, Cambridge, Massachusetts, USA

Anitra Ingalls  
School of Oceanography, University of Washington, Seattle, Washington, USA

Guodong Jia  
Guangzhou Institute of Geochemistry, Chinese Academy of Sciences, Guangzhou, China

Brendan Keely and Chris Knappy  
Department of Chemistry, University of York, York, United Kingdom

Miyuki Kondo  
Center for Environmental Measurement and Analysis, National Institute for Environmental Studies, Tsukuba, Ibaraki, Japan

Srinath Krishnan  
Department of Geology and Geophysics, Yale University, New Haven, Connecticut, USA
Sara Lincoln  
*Earth, Atmospheric & Planetary Sciences, Massachusetts Institute of Technology, Cambridge, Massachusetts, USA*

Julius Lipp  
*MARUM Center for Marine Environmental Sciences, Department of Geoscience, University of Bremen, Bremen, Germany*

Kai Mangelsdorf  
*Helmholtz Centre Potsdam, GFZ German Research Centre for Geosciences, Potsdam, Germany*

Alfredo Martínez-García  
*Geologisches Institut, ETH Zürich, Zurich, Switzerland*

Guillemette Ménot  
*CEREGE (UMR 6635), Aix-Marseille Université, CNRS, IRD, Collège de France, Aix-en-Provence, France*

Anchelique Mets  
*Department of Marine Organic Biogeochemistry, NIOZ Royal Netherlands Institute for Sea Research, Den Burg, Texel, Netherlands*

Gesine Mollenhauer  
*Alfred Wegener Institute, Bremerhaven, Germany*

Naohiko Ohkouchi  
*Institute of Biogeosciences, Japan Agency for Marine-Earth Science and Technology (JAMSTEC), Yokosuka, Japan*

Jort Ossebaar  
*Department of Marine Organic Biogeochemistry, NIOZ Royal Netherlands Institute for Sea Research, Den Burg, Texel, Netherlands*

Mark Pagani  
*Department of Geology and Geophysics, Yale University, New Haven, Connecticut, USA*

Richard D. Pancost  
*Organic Geochemistry Unit, Bristol Biogeochemistry Research Centre and The Cabot Institute, School of Chemistry, University of Bristol, Bristol, UK*

Emma J. Pearson  
*School of Geography, Politics & Sociology, Newcastle University, Newcastle-upon-Tyne, UK*

Francien Peterse  
*ETH Zürich – Biogeosciences, Zurich, Switzerland*

Gert-Jan Reichart  
*Department of Earth Sciences, Faculty of Geosciences, Utrecht University, Utrecht, Netherlands*

Philippe Schaeffer and Gaby Schmitt  
*Laboratoire de Biogéochimie Moléculaire, Institut de Chimie de Strasbourg UMR 7177, Université de Strasbourg-CNRS, E.C.P.M., Strasbourg, France*

Lorenz Schwark  
*Department of Organic Geochemistry, Institute of Geosciences, Christian-Albrechts-University, Kiel, Germany*
Two commonly used proxies based on the distribution of glycerol dialkyl glycerol tetraethers (GDGTs) are the TEX$\text{_{86}}$ (TetraEther indeX of 86 carbon atoms) paleothermometer for sea surface temperature reconstructions and the BIT (Branched Isoprenoid Tetraether) index for reconstructing soil organic matter input to the ocean. An initial round-robin study of two sediment extracts, in which 15 laboratories participated, showed relatively consistent TEX$\text{_{86}}$ values (reproducibility ±3–4°C when translated to temperature) but a large spread in BIT measurements (reproducibility ±0.41 on a scale of 0–1). Here we report results of a second round-robin study with 35 laboratories in which three sediments, one sediment extract, and two mixtures of pure, isolated GDGTs were analyzed. The results for TEX$\text{_{86}}$ and BIT index showed improvement compared to the previous round-robin study. The reproducibility, indicating interlaboratory variation, of TEX$\text{_{86}}$ values ranged from 1.3 to 3.0°C when translated to temperature. These results are similar to those of other temperature proxies used in paleoceanography. Comparison of the results obtained from one of the three sediments showed that TEX$\text{_{86}}$ and BIT indices are not significantly affected by interlaboratory differences in sediment extraction techniques. BIT values of the sediments and extracts were at the extremes of the index with values close to 0 or 1, and showed good reproducibility (ranging from 0.013 to 0.042). However, the measured BIT values for the two GDGT mixtures, with known molar ratios of crenarchaeol and branched GDGTs, had intermediate BIT values and showed poor reproducibility and a large overestimation of the “true” (i.e., molar-based) BIT index. The latter is likely due to, among other factors, the higher mass spectrometric response of branched GDGTs compared to crenarchaeol, which also varies among mass spectrometers. Correction for this different mass spectrometric response showed a considerable improvement in the reproducibility of BIT index measurements among laboratories, as well as a substantially improved estimation of molar-based BIT values. This suggests that standard mixtures should be used in order to obtain consistent, and molar-based, BIT values.
1. Introduction

[5] Reconstruction of ancient seawater temperatures is of considerable importance in understanding climate change. Over the past decades several geochemical temperature proxies have been developed to reconstruct past sea surface temperatures (SSTs) based on inorganic or organic fossil remains. Two of the most popular tools are the Mg/Ca ratio of planktonic foraminifera and SSTs based on inorganic or organic fossil proxies. geochemical temperature proxies have been developed to reconstruct past sea surface temperatures (SSTs) based on inorganic or organic fossil remains. Two of the most popular tools are the Mg/Ca ratio of planktonic foraminifera and SSTs based on inorganic or organic fossil proxies. Besides SST reconstruction, the TEX86 proxy is also used in some lakes to infer (paleo) surface water temperatures using a lake core top calibration.

[6] In addition to archaeal GDGTs, bacterial GDGTs with nonisoprenoidal carbon skeletons are also frequently encountered in marine sediments (GDGT-I–GDGT-III, Figure 1). Several studies have shown that bacterial GDGTs are especially abundant in soils and peats [e.g., Weijers et al., 2006] but decrease in marine sediments with increasing distance from the coast, suggesting a predominantly terrestrial origin [Hopmans et al., 2004; Herfort et al., 2006; Kim et al., 2006]. Hopmans et al. [2004] proposed the BIT index to quantify the abundance of these bacterial GDGTs relative to crenarchaeol as a proxy for the input of terrestrial organic matter (OM) into marine sediments:

\[
\text{BIT} = \frac{[\text{GDGT-I}] + [\text{GDGT-II}] + [\text{GDGT-III}]}{[\text{Crenarchaeol}] + [\text{GDGT-I}] + [\text{GDGT-II}] + [\text{GDGT-III}]}
\]

[7] Subsequent studies have shown that this proxy can be applied to trace soil OM in coastal marine environments [e.g., Huguet et al., 2007; Walsh et al., 2008; Smith et al., 2010] as long as the export fluxes of crenarchaeol to sediments are comparable among sites [Fietz et al., 2011; Smith et al., 2012] and the relative proportions of crenarchaeol versus marine OM and branched GDGTs versus soil OM remain constant. Furthermore, Weijers et al. [2006] found that a high input of soil OM in marine sediments can potentially bias TEX86 values as soils can also contribute

TEX86 ¼ \log \left( \frac{[\text{GDGT-2}]+[\text{GDGT-3}]+[\text{Cren}]}{[\text{GDGT-1}]+[\text{GDGT-2}]+[\text{GDGT-3}]+[\text{Cren}]} \right)

TEX86^H ¼ \log \left( \frac{[\text{GDGT-2}]+[\text{GDGT-3}]+[\text{Cren}]}{[\text{GDGT-1}]+[\text{GDGT-2}]+[\text{GDGT-3}]+[\text{Cren}]} \right)

[8] The TEX86 index has been calibrated with annual-mean SST using marine sediment core tops [Kim et al., 2008, 2010a]. This relationship has recently been reevaluated and two novel indices were proposed:

\[ \text{TEX}^L_{86} = \log \left( \frac{[\text{GDGT-2}]}{[\text{GDGT-1}]+[\text{GDGT-2}]+[\text{GDGT-3}]} \right) \]

\[ \text{TEX}^H_{86} = \log \left( \frac{[\text{GDGT-2}]+[\text{GDGT-3}]+[\text{Cren}]}{[\text{GDGT-1}]+[\text{GDGT-2}]+[\text{GDGT-3}]+[\text{Cren}]} \right) \]
isoprenoidal GDGTs. They recommended simultaneous reporting of BIT indices in order to monitor for this effect. BIT values can range from 0.01 in open marine sediments to 1 in some soils [Schouten et al., 2013, and references cited therein].

[s] A prerequisite for the wider application of geochemical proxies is the robustness of analytical reproducibility. GDGTs are analyzed by high-performance liquid chromatography (HPLC) coupled to mass spectrometry (MS) [Hopmans et al., 2000; Schouten et al., 2007; Escala et al., 2007]. A common procedure to validate analytical methodology and help laboratories detect and remediate inaccuracies in their results is to conduct a round-robin test (also known as proficiency test or interlaboratory comparison) [Thompson et al., 2006], as has been done for the U37°C ratio of long-chain C37 alkenones [Rosell-Melé et al., 2001] and for the Mg/Ca ratio of (foraminiferal) carbonates [Rosenthal et al., 2004; Greaves et al., 2008]. An initial round-robin study for TEX86 and BIT analyses was performed in 2008 [Schouten et al., 2009] on filtered polar fractions obtained from extracts of two sediments. For TEX86 the repeatability (i.e., intralaboratory variation) was 0.028 and 0.017, respectively, for the two sediment extracts. This translates to ±1–2°C of calculated temperature variation using contemporary TEX86-SST calibrations. The reproducibility, indicating interlaboratory variation, of TEX86 measurements was substantially higher: 0.050 and 0.067, respectively, or ±3–4°C when translated to temperature. These temperature uncertainties were higher than those obtained in round-robin studies of the Mg/Ca (2–3°C) and U37°C (1–2°C) paleothermometers and suggest relatively large variations between laboratories in TEX86 measurements. Repeatability of BIT measurements

Figure 1. Structures and [M+H]+ protonated molecules of GDGTs analyzed in the round-robin study.
for the sediment extract with substantial amounts of soil OM input was relatively small, 0.029, but reproducibility between laboratories was large, 0.410 on a scale of 0–1. This large dispersion was attributed to the large structural differences between the GDGTs used in the BIT index (e.g., the higher-molecular-weight crenarchaeol versus the lower-molecular-weight branched GDGTs), which may give rise to variable responses in the different mass spectrometers used.

[9] Here we describe the results of an anonymized second round-robin study involving 35 laboratories. The six samples distributed consisted of three different homogenized sediments, one sediment extract, and two mixtures of isolated branched GDGTs and crenarchaeol mixed in known, preweighed quantities. The results shed light on the GDGTs and crenarchaeol mixed in known, preweighed quantities. The results shed light on the effect of extraction and separation techniques on the analyses of TEX86 and BIT indices of sediments as well as on the necessity of using standard mixtures to calibrate the BIT index.

2. Materials and Methods

[10] A general invitation was sent to a large number of laboratories to participate in an anonymous round-robin study, to which 36 laboratories responded positively. These laboratories received three 60 mL vials containing homogenized sediment (labeled “Sediments A, B, or C”) prepared at Harvard University and at the Royal Netherlands Institute for Sea Research (NIOZ) and three 3 mL vials containing mixtures of organic compounds or extracts (labeled “organic fractions D, E, and F”) prepared at the NIOZ. Laboratories were requested to analyze the samples when their HPLC-MS setup was performing well according to their criteria and to analyze sediments at least in triplicate and the organic fractions at least fivefold. The vials were distributed at the start of November 2011, and results reported here are those of the 35 laboratories, which reported their results before 1 April 2012 (see supporting information). Results reported after the deadline were not considered in this study. The study was performed “doubly blind,” i.e., statistical treatment of the results was performed by individuals (A.R.M. and S.S.) unaware of the contents of the round-robin samples (prepared by A.P. and E.C.H.), and identities of the laboratories were anonymized by Lloyd Snowdon (Department of Geoscience, University of Calgary, Canada), who was not involved in analysis or statistical treatment of the data.

2.1. Sediment Origin

[11] Sediment A was obtained from Salt Pond, Falmouth, Massachusetts, USA (41°32'N, 70°37'W; water depth 3 m). In July of 2011, 33 kg of wet sediment was homogenized, dried, pulverized, and rehomogenized. This yielded 4 kg dry sediment, of which ca. 500 g was aliquoted in fifty 60 mL amber glass vials in 10 g portions.

[12] Sediment B was obtained from a 46 kg box core from the Carolina Margin (35°50’N, 74°50’W; water depth ca. 600 m) in July of 1996 and stored frozen at −20°C. In August of 2011 it was thawed and processed analogously to the Salt Pond sample, yielding 18.2 kg dry sediment, of which ca. 1 kg was aliquoted in fifty 60 mL amber glass vials in 20 g portions.

[13] Sediment C was derived from the upper part of a piston core (TY92-310G; 16°03’N, 52°71’E; 880 m water depth; 0 to 42 cm depth) taken in the Arabian Sea. The sediment was freeze-dried and ground using mortar and pestle to obtain 1.5 kg of dry sediment. Approximately 500 g of the sediment was extracted to obtain “organic fraction F” (see below), while 1 kg of sediment was aliquoted in fifty 60 mL amber glass vials in 20 g portions.

2.2. Preparation of Extract and Mixtures

[14] To obtain organic fraction F, Sediment C was divided in several aliquots and extracted using an Automated Solvent Extractor (ASE) 200, Dionex, 100°C, and 7.6 × 106 Pa with a mixture of dichloromethane (DCM):methanol (MeOH) (9:1, vol/vol). Total lipid extracts were separated over a column filled with aluminum oxide into apolar and polar fractions using hexane:DCM (9:1, vol/vol) and DCM:MeOH (1:1, vol/vol), respectively. Polar fractions were combined, condensed by rotary evaporation, dried under a stream of nitrogen, and weighed and dissolved in hexane/isopropanol (99:1, vol/vol) in a concentration of 2 mg mL−1. Aliquots of 0.5 mg of polar fraction (labeled organic fraction F) were filtered using a PTFE (Polytetrafluoroethylene) 0.4 µm filter, dried under a stream of nitrogen, and placed in fifty 3 mL vials.


---

1 Additional supporting information may be found in the online version of this article.
were isolated from a large extract of sediment derived from a piston core taken in the Drammensfjord, Norway (D2-H; 59°40.11′N, 10°23.76′E; water depth 113 m; sediment depth 746–797 cm), while crenarchaeol was isolated from the remainder of Sediment C. The sediments were Soxhlet-extracted (24 h) using a mixture of DCM and MeOH (7:1, vol/vol). The combined extracts were separated over a column filled with aluminum oxide into an apolar and polar fraction using hexane:DCM (9:1, vol/vol) and DCM:MeOH (1:1, vol/vol), respectively. GDGTs were first isolated in two stages using normal phase HPLC followed by flow injection analysis according to Smittenberg et al. [2002]. Columns used were a semipreparative and an analytical Alltech Prevail Cyano column (250 mm × 10 mm, 5 μm, and flow rate 3 mL min⁻¹ and 250 mm × 4.6 mm, 5 μm, and flow rate 1 mL min⁻¹, respectively). The isolated GDGTs were further cleaned using reversed phase chromatography modified from Ingalls et al. [2006]. Briefly, GDGTs were dissolved in ethyl acetate and injected onto a Zorbax Eclipse XDB C-8 column (4.6 mm × 150 mm; 5 μm; Agilent Technologies). GDGTs were eluted with the following program with acetonitrile (A) and ethyl acetate (B) as mobile phase: 0–10% B in 4 min, 10–35% B in 10 min, 35–69% B in 6 min, 69–100% B in 7 min, with a flow rate of 1 mL min⁻¹. This yielded 5.0 mg of crenarchaeol, 3.8 mg of GDGT-I, and 3.7 mg of GDGT-II. The purity of the GDGTs was first assessed by full scan (m/z 300–2000) HPLC-atmospheric pressure chemical ionization (APCI)/MS, which did not reveal major fragments other than those from the GDGTs [cf. Hopmans et al., 2000]. In addition, we performed ¹H and ¹³C NMR analyses on the purified compounds. All the major signals of the GDGTs could be assigned [see Schouten et al., 2013, Figure 7]. Only in the case of GDGT-II some minor signals were found that could not be attributed to GDGTs. Although the exact purity was not reported, this information is crucial for accurate interpretation of the data.
Table 2. HPLC-MS Methods Reported by Participants in the Round-Robin Study

<table>
<thead>
<tr>
<th>Laboratory Number</th>
<th>HPLC Column</th>
<th>HPLC Gradient</th>
<th>MS</th>
<th>MS Type</th>
<th>MS Method</th>
<th>Integration</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Preval Cyano Hex:IPA</td>
<td>Shimadzu 2010A</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Preval Cyano Hex:IPA</td>
<td>PE Sciex API 300</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent Esquire 3000+</td>
<td>Ion trap</td>
<td>Mass scanning</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6130</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Tracer Excel CN Hex:IPA</td>
<td>Thermo TSQ Quantum</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6400A</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent XCT (Bruker)</td>
<td>Ion trap</td>
<td>Mass scanning</td>
<td>n.r.</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Preval Cyano Hex:IPA</td>
<td>Bruker HCT Ultra ETD II</td>
<td>Ion trap</td>
<td>Mass scanning</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Preval Cyano Hex:IPA</td>
<td>Micromass Quattro Ultima</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6130</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6130</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6120</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Preval Cyano Hex:IPA</td>
<td>Thermo LQ Deca XP</td>
<td>Ion trap</td>
<td>“SIM”</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>n.r.</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Preval Cyano Hex:DCM:IPA</td>
<td>Agilent 6120</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Preval Cyano Hex:IPA</td>
<td>n.r.</td>
<td>Ion trap</td>
<td>“SIM”</td>
<td>[M+H]+ ions, +1 ions</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6410</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Preval Cyano Hex:IPA</td>
<td>Bruker Daltonics µTOF</td>
<td>TOF-MS</td>
<td>Mass scanning</td>
<td>[M+H]+ ions, +1 ions</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Preval Cyano Hex:IPA</td>
<td>Thermo LSQ Fleet</td>
<td>Ion trap</td>
<td>n.r.</td>
<td>n.r.</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6460</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Preval Cyano Hex:IPA</td>
<td>Micromass Quattro Ultima</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Preval Cyano Hex:IPA</td>
<td>Thermo LTQ Orbitrap XL</td>
<td>Orbitrap</td>
<td>Mass scanning</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Preval Cyano Hex:IPA</td>
<td>Thermo TSQ Quantum</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions, +1 ions</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6460</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Preval Cyano Hex:IPA</td>
<td>Thermo LSQ</td>
<td>Ion trap</td>
<td>Mass scanning</td>
<td>[M+H]+ ions, +1 ions</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6130</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 1100</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6130</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6400A</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 6130</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 1100 SL</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 1200 SL</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 1200</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>Preval Cyano Hex:IPA</td>
<td>Agilent 1200 SL</td>
<td>Single quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Preval Cyano Hex:IPA</td>
<td>Thermo TSQ Quantum</td>
<td>Triple quad</td>
<td>SIM</td>
<td>[M+H]+ ions</td>
<td></td>
</tr>
</tbody>
</table>

*Hex, hexane; IPA, isopropanol; DCM, dichloromethane; SIM, selected ion monitoring; TOF, time of flight; n.r., not reported.

2.3. TEX86 and BIT Analyses

[16] The sediments were extracted and fractionated according to the protocols used by each individual laboratory (Table 1). GDGT Mixtures D and E and Extract F were analyzed as provided. All laboratories used HPLC/APCI/MS to analyze GDGTs (Table 2).

2.4. Statistical Analysis

[17] The reporting and analysis of the data were performed following some of the recommendations of the IUPAC (International Union of Pure and Applied Chemistry, Basel, Switzerland) for the proficiency testing of analytical chemistry laboratories [Thompson et al., 2006]. The results, i.e., the laboratory means, were assessed using histograms and Tukey box plots. The latter were used as the only means employed to identify outliers, which are those data that fall beyond the whiskers (±1.5 times the difference between the 3rd and 1st quartiles or the interquartile range which includes...
25% of all data higher and 25% of all the data lower than the median). Performance of each lab was assessed using the Z-score, which is a measure of the distance between their data and the community mean (see Table S1). In addition, a one-way analysis of variance test was used to analyze the means and calculate the interlaboratory and the intralaboratory variance. Outliers were removed before these calculations. Values of variance have also been expressed in the form of relative standard deviation (equivalent to coefficient of variation, in percentage units). The reproducibility (sR) is the interlaboratory precision, and the repeatability (sI) is an estimate of the reliability of a method for a particular laboratory [Nilsson et al., 1997] that reflects the precision of the analysis of replicate test samples. The repeatability and reproducibility values have also been expressed using confidence intervals as recommended by the ISO 5725 guidelines [International Organization for Standardization, 1986].

3. Results and Discussion

[18] The results of the TEX86 and BIT analyses of the different laboratories are listed in Tables 3 and 4, respectively, and plotted in Figures 2 and 3, respectively, while the extraction methods and HPLC-MS conditions used are summarized in Tables 1 and 2, respectively. The most common method involved extractions using a DCM/MeOH mixture, typically followed by some form of column chromatography (Table 1). The HPLC methods used by the different laboratories are listed in Table 2 and nearly all were similar to that of Schouten et al. [2007] (i.e., a cyano column eluted with a gradient of isopropanol in hexane). However, a variety of mass spectrometry techniques were used: 24 laboratories used quadrupole-MS (15 used a single quadrupole and 9 used a triple quadrupole in single quadrupole mode), 7 laboratories used ion trap-MS, 1 laboratory used a time-of-flight-MS, and 1 laboratory used an Orbitrap.
MS. Note that most laboratories analyzed the samples within 1–2 days, and thus the reported standard deviations do not represent the long-term laboratory repeatability.

### 3.1. TEX$_{86}$ Analysis of Sediments and Extract

The results of the TEX$_{86}$ analysis are listed in Table 3, summarized in Table 5, and shown in Figure 2. Sediment C is from a tropical marine environment, the Arabian Sea, while Sediments A and B are from a temperate lake (Salt Pond, USA) and coastal shelf (Carolina Margin), respectively. These different environments are well reflected in the TEX$_{86}$ values, which are substantially higher (mean value 0.702, median value 0.704) for the tropical sediment than for the sediments from the temperate environments (mean 0.540 and 0.546, respectively, and median 0.552 and 0.546, respectively; Table 5). The results have a reasonably Gaussian-like distribution (Figure 4), with smaller ranges in TEX$_{86}$ values for Sediment C and Extract F compared to Sediments A and B. We statistically identified (see section 2.4) one outlier for Sediment B (Laboratory 29), which was removed from subsequent statistical treatment.

[20] The estimated repeatability for TEX$_{86}$, after removal of the outlier, ranged from 0.006 to 0.016 (Table 5). Reproducibility, however, is larger and ranged from 0.023 to 0.053. The better reproducibility and repeatability of Sediment C is probably due to the higher abundances of the minor GDGTs, GDGT-1–GDGT-3 and the crenarchaeol regioisomer, relative to GDGT-0 and crenarchaeol. This likely has enabled a more reliable quantification of these minor compounds, as amounts were not only above the limit of detection but also above the limit of quantification, which is probably an order of magnitude higher than the limit of detection [cf. Schouten et al., 2007]. Oddly enough, Extract F, the extract of Sediment C, has a somewhat worse repeatability and reproducibility.
than the results of the sediment, in part due to the 
poor repeatability of the measurement of Extract F 
by Laboratory 20 (Figure 2d).

[21] If we convert these TEX$_{86}$ values to tempera-
tures (based on Kim et al. [2008], rather than Kim 
et al. [2010a], to allow comparison with the 
round-robin results of Schouten et al. [2009]), then 
the repeatability of TEX$_{86}$ analysis ranges from 
0.4 to 0.9°C, while the reproducibility ranges from 
1.3 to 3.0°C. This performance is better than the 
initial round-robin exercise of Schouten et al. 
[2009]. There, for the two samples (an Arabian 
Sea sediment extract and a Drammensfjord sedi-
ment extract) the estimated repeatability was 

![Figure 2. Individual TEX$_{86}$ values per laboratory of (a) Sediment A, (b) Sediment B, (c) Sediment C, and (d) Extract F. The dotted lines are the means of means reported by individual laboratories.](image-url)
Figure 3. Individual BIT index values per laboratory of (a) Sediment A, (b) Sediment B, (c) Sediment C, (d) GDGT Mixture D, (e) GDGT Mixture E, and (f) Extract F. The dotted lines are the means of means reported by individual laboratories.
0.028 (1.6°C) and 0.017 (1.0°C), respectively, with reproducibility of 0.067 (3.8°C) and 0.050 (2.8°C), respectively.

To investigate potential causes for differences among laboratories, we plotted TEX86 values of Sediment B against Sediment C (Figure 5a). The differences between TEX86 measurements are consistent within individual laboratories, i.e., most laboratories tend to have all of their values either lower or higher than the mean. This suggests that the differences between laboratories are not caused by heterogeneity between individual vials of the samples. Rather, it suggests that differences are caused by instrumental characteristics, as previously suggested [Schouten et al., 2009].

The results obtained for TEX86 analysis thus compare well to those obtained in the previous round-robin study, particularly in light of the fact that most results are now obtained for sediments rather than extracts. Intralaboratory precision (repeatability) has improved to <1°C. This suggests that improvements have been made in internal lab consistency over the years, possibly by increased experience with HPLC-MS techniques.
as speculated by Schouten et al. [2009] and/or improved MS systems with higher sensitivity. There is also some improvement in consistency between labs (i.e., the reproducibility improved) which, when translated into temperature, corresponds to reducing the variability from 3–4 to 1–3°C. The TEX86 analysis now performs relatively well compared to round-robin studies of other paleothermometers. Rosell-Melé et al. [2001] found for U37k analyses of several sediments a repeatability of 1.6°C, slightly worse than our results, but their reproducibility of 2.1°C is similar or better than obtained in our study. Rosenthal et al. [2004] reported a repeatability of 1–2°C and a reproducibility of 2–3°C for Mg/Ca analysis of foraminifera, numbers which are similar to this study. Hence, it seems that TEX86 measurements in the different geochemical labs have become comparable in robustness and consistency to those of other temperature proxy measurements.

3.2. BIT Analysis of Sediments and Extract

The results of the analysis of the BIT index are displayed in Tables 4 and 6 and Figures 3, 6, and 7b. Sediment C is an open marine setting with a small contribution of soil OM, and thus, values are nearly all below 0.1 (Figures 3c and 6c, Table 4) with a mean value, after outlier removal, of 0.027 (Table 6). Extract F, the extract of Sediment C, had a similar mean BIT value of 0.037 (Figures 3f and 6f and Tables 4 and 6). Sediment A is from a lake (Salt Pond, MA, USA) that likely contains substantial amounts of soil organic carbon. Indeed, higher BIT indices were measured for this sediment than for Sediment C (Figures 3a and 6a, Table 4) with a mean value of 0.951 (Table 6). Sediment B is from a coastal shelf (Carolina Margin), which in principle can contain a range of soil OM input [Schouten et al., 2013, and references cited therein]. The BIT values were consistently low (Figures 3b and 6c, Table 4) with a mean value, after outlier removal, of 0.096 (Table 6), suggesting relatively little input of soil OM in this region.

The three sediments and the extract thus have fairly extreme values, close to 0 (Sediments B and C and Extract F; Figure 7b) or close to 1 (Sediment A; Figure 7b). This has consequences for the repeatability and reproducibility, as numbers close to the extreme end of the indices will artificially have a better repeatability and reproducibility. Indeed, repeatability varied between 0.002 and 0.017 and reproducibility varied between 0.013 and 0.042, slightly better than for TEX86 analysis (Tables 5 and 6). The results are similar to the Arabian Sea extract analyzed in the previous round-robin study, which also had a low BIT index value, but much better than the repeatability and reproducibility of the Drammensfjord extract which had an intermediate BIT index value of 0.588 (mean of measurements) [Schouten et al., 2009]. Indeed, the two mixtures of isolated GDGTs, which had intermediate BIT indices, show a much larger repeatability and reproducibility, as their values are not close to the extremes (see 3.4). Nevertheless, the results do suggest that extreme values of BIT indices are fairly consistently measured between laboratories (Figure 7b), in contrast to intermediate values between ~0.2 and ~0.8, suggesting at least sediments with relatively “low” or “high” soil OM input can be distinguished.

3.3. Impact of Sample Work Up and Mass Spectrometry Techniques

The inclusion of both sediment and its extract (Sediment C and Extract F, respectively) in the round-robin analysis allowed the impact of
extraction methods to be evaluated. Several different extraction techniques were used including ultrasonic, microwave, accelerated solvent and Soxhlet extraction (Table 1). Most of the solvents used consisted of mixtures of DCM and MeOH, although in some cases a “Bligh & Dyer” type extraction, using a buffer [Bligh and Dyer, 1959], was used. The extracts were also processed in different ways including no treatment, hydrolysis, or column separations using SiO₂ or Al₂O₃ (Table 1).

A first evaluation can be made by comparing the mean and median BIT and TEX₈⁶ values of Sediment C and Extract F. This showed that both TEX₈⁶ (0.702 versus 0.702) and BIT values (0.027 versus 0.037) are nearly identical and well within the repeatability limits (Tables 5 and 6). Thus, on a general level the impact of sample processing is relatively small, although it should be noted that a substantial number of the participants used a similar workup for the Sediment C as was used for preparing Extract F. Comparison on the individual laboratory level between TEX₈⁶ values obtained from Sediment C and Extract F shows differences varying from −0.019 to 0.021 corresponding to

Figure 6. Histogram of BIT index values of (a) Sediment A, (b) Sediment B, (c) Sediment C, (d) GDGT Mixture D, (e) GDGT Mixture E, and (f) Extract F.
−0.8 to 0.9°C when converted to temperature using Kim et al. [2008]. Differences in BIT values vary only between −0.013 and 0.049. These differences are all relatively minor, suggesting that the type of extraction method and extracting do not have a large impact on GDGT distributions, in agreement with previous observations [Schouten et al., 2007; Escala et al., 2009; Lenger et al., 2012].

The different types of mass spectrometers used allow us to assess potential differences between mass spectrometry techniques (Table S2). Comparison of the TEX$_{86}$ and BIT measurements of triple quadrupole mass spectrometers with those of single quadrupole mass spectrometers, the most commonly used technique, shows no significant differences (Student’s $t$ test, $p > 0.05$). This is perhaps not surprising as the triple quadrupole mass spectrometers were used in single quadrupole mode. However, comparison of the results of ion trap mass spectrometers with those of single quadrupole mass spectrometers shows significant differences (Student’s $t$ test, $p < 0.05$), i.e., slightly lower values for TEX$_{86}$ values of Sediment C (0.684 versus 0.713) and Extract F (0.684 versus 0.710) and substantially lower BIT values for standard Mixtures D (0.558 versus 0.711) and E (0.295 versus 0.445). This may suggest that ion trap mass spectrometers, in general, yield slightly lower TEX$_{86}$ values but especially lower BIT values.

### 3.4. Comparison of MS-Based BIT Index and Mass-Based BIT Index

Until now the BIT index, as well as the TEX$_{86}$, has been an empirical ratio solely based on MS response. The last round-robin exercise demonstrated that this approach had especially large consequences for the BIT index as the extract analyzed with intermediate BIT value (mean 0.588)
had a very large spread in values (from 0.340 to 0.821) due to the different MS instrument responses [cf. Escala et al., 2009]. The use of mixtures of GDGT standards in the current round-robin analysis allows, for the first time, a comparison between BIT values measured by the HPLC-MS (BITMS) with those based on mass (BITmass) or moles (BITmol) of GDGTs. Two GDGT mixtures were prepared with different ratios between crenarchaeol versus branched GDGT-I and GDGT-II (i.e., a BITmol of 0.440: Mixture D and 0.158: Mixture E), respectively. As expected, highly variable BITMS values ranging from 0.390 to 0.830 for Mixture D and 0.136 to 0.706 for Mixture E, respectively, were reported (Figures 3d and 3e and Table 4). A broad range of nonuniform distributions was found (Figures 6d and 6e), similar to the previous round-robin results, leading to poor reproducibilities for BIT measurements of the GDGT mixtures (Table 6). Comparison of the BITMS values of each laboratory showed that the trends were consistent between laboratories, i.e., laboratories producing high BITMS values of Mixture D also produced high BITMS values for Mixture E and vice versa (Figure 5). Interestingly, nearly all BITMS values reported were higher than the BITmol of the GDGT mixtures (Figure 5b). Only laboratories 3, 7, and 18 obtained BITMS values similar (i.e., within 0.05) to that of the BITmol of the GDGT mixtures. This suggests that BIT values previously reported in the literature were nearly all overestimating the “true” molar-based BIT index. The cause of the overestimation is likely due to a higher response factor of branched GDGTs compared to crenarchaeol in most of the MS systems used. The three laboratories that have

Figure 8. (a, b) Histograms and (c) box plots of BIT index values of GDGT Mixture D and corrected BIT index values, based on correction factors obtained from measurements of Mixture E. Box indicates lower 25% and upper 75% percentiles and bars indicate lower 10% and upper 90% percentiles. The dotted red line is the BIT index based on the molar ratios of GDGTs in Mixture D. The horizontal line within the box represents the median sample value.
BITMS values close to BITmol values all use a Bruker-manufactured MS, suggesting that certain MS systems may suffer less from this differential MS response. In any case, the results highlight the need to use GDGT standards to properly estimate BITmol values or even concentrations of branched GDGTs [cf. Huguet et al., 2006].

The overestimation of BIT values may have several implications. For example, it likely means that past efforts to estimate the relative amount of soil organic carbon in marine sediments based on the BIT index [e.g., Weijers et al., 2009; Belicka and Harvey, 2009; Kim et al., 2010b] may have overestimated the contribution of soil organic carbon. However, this error is likely minor compared to the assumption that concentrations of branched GDGTs in soil organic carbon and crenarchaeol in marine organic carbon are similar and do not vary over time [cf. Weijers et al., 2009]. Nevertheless, the use of GDGT standards will likely lead to a better assessment of the relative contribution of soil organic carbon in the marine environment. Another point is that BIT values >0.3 are used to indicate potential biases in TEX86 due to input of soil-derived isoprenoid GDGTs [Weijers et al., 2006]. However, as discussed in Schouten et al. [2013], the recommended cutoff value heavily depends on the “terrestrial TEX86” value as well as the concentrations of isoprenoid versus branched GDGTs, which will likely vary on a regional scale. Thus, TEX86 might be biased at BIT values <0.3 or not biased at BIT values >0.3. In our previous round-robin study [Schouten et al., 2009] we suggested to correlate BIT values with TEX86 values and in case of significant correlations use this as a red flag. Our results here do not change this recommendation.

### Table 7. BITMS Values of Mixture E, the Calculated Correction Factor for Differences in MS Response of Branched GDGTs and Crenarchaeol, the BITMS Values of Mixture D, and Corrected BITmol Values of Mixture D After Applications of Equations (5) and (6)\(^a\)

<table>
<thead>
<tr>
<th>Laboratory Number</th>
<th>BITMS Mixture E</th>
<th>Correction factor</th>
<th>BITMS Mixture D</th>
<th>SD</th>
<th>n</th>
<th>Estimated BITmol Mixture D</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.670</td>
<td>10.8</td>
<td>0.827</td>
<td>0.012</td>
<td>7</td>
<td>0.307</td>
</tr>
<tr>
<td>2</td>
<td>0.706</td>
<td>12.8</td>
<td>0.830</td>
<td>0.000</td>
<td>5</td>
<td>0.276</td>
</tr>
<tr>
<td>3</td>
<td>0.136</td>
<td>0.84</td>
<td>0.390</td>
<td>0.023</td>
<td>6</td>
<td>0.433</td>
</tr>
<tr>
<td>4</td>
<td>0.458</td>
<td>4.50</td>
<td>0.742</td>
<td>0.004</td>
<td>5</td>
<td>0.390</td>
</tr>
<tr>
<td>5</td>
<td>0.438</td>
<td>4.15</td>
<td>0.711</td>
<td>0.022</td>
<td>3</td>
<td>0.372</td>
</tr>
<tr>
<td>6</td>
<td>0.374</td>
<td>3.18</td>
<td>0.689</td>
<td>0.002</td>
<td>5</td>
<td>0.411</td>
</tr>
<tr>
<td>7</td>
<td>0.155</td>
<td>0.98</td>
<td>0.406</td>
<td>0.006</td>
<td>5</td>
<td>0.412</td>
</tr>
<tr>
<td>8</td>
<td>0.354</td>
<td>2.92</td>
<td>0.610</td>
<td>0.036</td>
<td>5</td>
<td>0.349</td>
</tr>
<tr>
<td>9</td>
<td>0.330</td>
<td>2.62</td>
<td>0.612</td>
<td>0.003</td>
<td>3</td>
<td>0.376</td>
</tr>
<tr>
<td>10</td>
<td>0.280</td>
<td>2.07</td>
<td>0.620</td>
<td>0.000</td>
<td>3</td>
<td>0.441</td>
</tr>
<tr>
<td>11</td>
<td>0.282</td>
<td>2.53</td>
<td>0.602</td>
<td>0.008</td>
<td>5</td>
<td>0.374</td>
</tr>
<tr>
<td>12</td>
<td>0.441</td>
<td>4.20</td>
<td>0.754</td>
<td>0.005</td>
<td>5</td>
<td>0.422</td>
</tr>
<tr>
<td>13</td>
<td>n.r.</td>
<td>n.r.</td>
<td>n.r.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0.429</td>
<td>4.00</td>
<td>0.695</td>
<td>0.005</td>
<td>4</td>
<td>0.363</td>
</tr>
<tr>
<td>15</td>
<td>0.556</td>
<td>6.66</td>
<td>0.765</td>
<td>0.013</td>
<td>3</td>
<td>0.328</td>
</tr>
<tr>
<td>16</td>
<td>0.582</td>
<td>7.41</td>
<td>0.785</td>
<td>0.002</td>
<td>3</td>
<td>0.330</td>
</tr>
<tr>
<td>17</td>
<td>0.428</td>
<td>3.98</td>
<td>0.757</td>
<td>0.001</td>
<td>3</td>
<td>0.439</td>
</tr>
<tr>
<td>18</td>
<td>0.200</td>
<td>1.33</td>
<td>0.461</td>
<td>0.004</td>
<td>6</td>
<td>0.391</td>
</tr>
<tr>
<td>19</td>
<td>0.329</td>
<td>2.61</td>
<td>0.650</td>
<td>0.003</td>
<td>3</td>
<td>0.416</td>
</tr>
<tr>
<td>20</td>
<td>0.370</td>
<td>3.12</td>
<td>0.740</td>
<td>0.104</td>
<td>3</td>
<td>0.477</td>
</tr>
<tr>
<td>21</td>
<td>0.540</td>
<td>6.25</td>
<td>0.814</td>
<td>0.011</td>
<td>5</td>
<td>0.412</td>
</tr>
<tr>
<td>22</td>
<td>0.433</td>
<td>4.06</td>
<td>0.698</td>
<td>0.008</td>
<td>6</td>
<td>0.363</td>
</tr>
<tr>
<td>23</td>
<td>0.425</td>
<td>3.93</td>
<td>0.719</td>
<td>0.006</td>
<td>3</td>
<td>0.394</td>
</tr>
<tr>
<td>24</td>
<td>0.542</td>
<td>6.3</td>
<td>0.758</td>
<td>0.004</td>
<td>5</td>
<td>0.332</td>
</tr>
<tr>
<td>25</td>
<td>0.216</td>
<td>1.47</td>
<td>0.504</td>
<td>0.005</td>
<td>5</td>
<td>0.409</td>
</tr>
<tr>
<td>26</td>
<td>0.420</td>
<td>3.85</td>
<td>0.738</td>
<td>0.008</td>
<td>5</td>
<td>0.422</td>
</tr>
<tr>
<td>27</td>
<td>0.247</td>
<td>1.75</td>
<td>0.539</td>
<td>0.005</td>
<td>5</td>
<td>0.401</td>
</tr>
<tr>
<td>28</td>
<td>0.372</td>
<td>3.15</td>
<td>0.609</td>
<td>0.001</td>
<td>3</td>
<td>0.331</td>
</tr>
<tr>
<td>29</td>
<td>0.637</td>
<td>9.34</td>
<td>0.823</td>
<td>0.006</td>
<td>3</td>
<td>0.332</td>
</tr>
<tr>
<td>30</td>
<td>0.393</td>
<td>3.44</td>
<td>0.708</td>
<td>0.001</td>
<td>5</td>
<td>0.413</td>
</tr>
<tr>
<td>31</td>
<td>0.334</td>
<td>2.67</td>
<td>0.630</td>
<td>0.000</td>
<td>5</td>
<td>0.390</td>
</tr>
<tr>
<td>32</td>
<td>0.393</td>
<td>3.44</td>
<td>0.719</td>
<td>0.001</td>
<td>3</td>
<td>0.426</td>
</tr>
<tr>
<td>33</td>
<td>0.542</td>
<td>6.30</td>
<td>0.718</td>
<td>0.003</td>
<td>5</td>
<td>0.288</td>
</tr>
<tr>
<td>34</td>
<td>0.361</td>
<td>3.01</td>
<td>0.769</td>
<td>0.009</td>
<td>5</td>
<td>0.526</td>
</tr>
<tr>
<td>35</td>
<td>0.291</td>
<td>2.18</td>
<td>0.579</td>
<td>0.001</td>
<td>5</td>
<td>0.386</td>
</tr>
</tbody>
</table>

\(^a\)n.r., not reported.
The use of two GDGT mixtures also allows the differences in relative response of crenarchaeol versus branched GDGTs to be assessed for each MS. These specific response factors can be used to correct BITMS values to BITmol values. We first calculated a correction factor, \( F_{corr} \), for the differences in MS response for crenarchaeol versus branched GDGTs for each MS system based on the results of GDGT Mixture E:

\[
F_{corr} = \frac{C/B}{BIT_{MS}} - 1
\]  

in which \( C/B \) is the molar ratio of crenarchaeol versus branched GDGTs of standard Mixture E, i.e., 5.32 (0.78 \( \mu \)mol of crenarchaeol versus 0.097 \( \mu \)mol of GDGT-II and 0.049 \( \mu \)mol of GDGT-I). This correction factor can then be applied to the reported BITMS values of Mixture D to estimate BITmol values for this mixture:

\[
\text{Estimated BITmol} = \frac{1}{BIT_{MS}} \cdot F_{corr} + 1
\]

The calculations show that corrected BITmol values are in a much smaller range than the reported BITMS values and have a more unimodal distribution (Figures 8a and 8b and Table 7). Reproducibility also substantially improves from 0.107 to 0.059, and the mean and median values of the estimated BITmol values, 0.386 and 0.391, are now much closer to the actual BITmol value of 0.440 (Figure 8c). This shows that the use of GDGT standard mixtures can substantially improve interlaboratory consistency of the BIT index and leads to better estimates of BITmol values.

4. Conclusions

Our extensive round-robin study of TEX86 and BIT analyses, involving 35 laboratories and using 3 sediments, 1 sediment extract, and 2 GDGT mixtures, showed that measurements of the TEX86 and BIT index were improved compared to the previous round-robin study, i.e., an improved intralaboratory precision (repeatability) as well as improved consistency (reproducibility) between labs. Importantly, comparison of the results obtained from one sediment and its extract showed that TEX86 and BIT index are not affected substantially by sediment extraction and processing techniques. Comparison of measured BIT values with those of two GDGT mixtures with known ratios of crenarchaeol and branched GDGTs showed that measured BIT values generally overestimate the BIT index based on the molar ratios of the GDGTs. A correction for this different mass spectrometric response based on the GDGT mixture showed a considerable improvement in the reproducibility of BIT index measurements between laboratories, suggesting that standard mixtures should be used in order to obtain consistent BIT values as well as molar-based BIT values.
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